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Advancements of Federated Learning in Health
C1 – State of the Art Analysis: We conduct an analysis and comparison of various research 
works that have applied FL in the healthcare domain.

C2 – Trends and Gaps: We discuss potential future directions and identify gaps in the 
current research before concluding our paper. 

Wearables & Remote Monitoring
Wearable devices such as fitness trackers, smartwatches, and medical-grade sensors 
enable continuous monitoring of vital signs, activity levels, and health metrics

Health Information Exchange and Interoperability
Health information exchange (HIE) initiatives and interoperability standards facilitate the 
seamless sharing of patient data across healthcare systems, providers, and organizations. 
Interoperable health IT systems enable comprehensive patient care coordination, data-
driven decision-making, and population health management.

Telemedicine and Remote Care
Telemedicine has seen significant expansion, allowing patients to access 
healthcare remotely through virtual appointments, teleconsultations, and 
remote monitoring

Artificial Intelligence
AI and machine learning technologies are transforming healthcare by enabling predictive 
analytics, clinical decision support, and personalized treatment recommendations.

Lack of Privacy
Privacy issues still remain

Introduction
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4What is the Problem?
Why federated learning in the health domain?

Changes in the data distribution 

across clients

Data Distribution Shift
Maybe the data cannot leave original 

locations due to regulatory 

constraints.

Data Localization

Federated learning reduces the 

risk of data breaches since 

sensitive data remains on the 

clients

Data breaches
Federated learning reduces the 

need for large-scale data 

transfers

Communication Overhead

Federated learning can scale to 

large number of clients

Scalability Issues
Federated learning allows for model training 

across decentralized data sources without 

the need to share raw data.

Data Privacy
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Why federated learning?

Global Model Initialisation

A global model is initialized on a central server. This model serves 

as the starting point for training.

Local Model Training

Each selected client independently trains a local model using its own 

data. This training process can involve multiple iterations (epochs) of 

training using standard machine learning algorithms, such as gradient 

descent.

Parameters Update

After local training, each client computes a model update, typically in 

the form of gradients, based on the difference between its local model 

and the global model.

Aggregation & Global Model Update

The model updates from all participating clients are aggregated or 

combined on the central server to generate a new global model.

Model Distribution

The updated global model is then distributed back to the clients, 

replacing their local models. This step ensures that all clients benefit 

from the collective knowledge learned across the federated network.
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Systematic literature review

Step #1 01

Step #2 02

Step #3 03

Step #4 04

Definition of the 

overall study

Step #1

Selection Criteria

Step #2

Thorough Analysis

Step #3

Conclusions & 

Research 

Directions

Step #4
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Federated learning in the health domain

Problem Statement

First, the problem is studied in terms 

of how federated learning can benefit

Data Type

Special attention is paid to data 

types, such as text data, numerical 

data, images, etc.

Aggregation

The aggregation strategies were 

investigated, paying attention to 

custom methods

Privacy and Security Measures

Privacy and security measures, such as 

additional anonymization methods were 

further investigated

Datasets & Technologies

Special emphasis to open datasets 

Performance Evaluation

Methodologies, metrics, scores
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02

03

04

01

Predicting oxygen needs in COVID-19 patients using federated 

learning.

Predicting COVID-19 patient outcomes while safeguarding 

patient privacy through the application of federated learning.

Federated learning-enabled person movement identification using 

wearable device data for personalized health monitoring.

Federated learning strategies for cancer diagnosis, while optimizing model 

parameter exchange and enhancing federated learning training efficiencyIt 

includes advertising, selling and delivering products to people. 

Problem Statement

Four main applications of federated learning in health domain
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Mixed Image Numerical Mixed

DNA sequences, genetic 

variations, and gene 

expression profiles

Genomic Data
Electronic Health Records -

medical history, diagnoses, 

medications, laboratory 

results, and treatment plans

EHR

demographics, treatment 

protocols, and outcomes

Clinical Trials

Medical imaging data, such 

as X-rays, MRIs, CT scans, 

and ultrasounds

Medical Imaging Data

In the health domain, federated learning utilizes diverse data types including electronic health records (EHRs) containing mixed

textual, numerical, and categorical information, medical imaging data comprising images such as X-rays and MRIs, and genomic data 

consisting of sequences and numerical genetic variations. 

What kind of Data

Data Types & Datasets
Five key categories of data

electrocardiograms (ECGs), 

blood glucose monitors, 

and blood pressure cuffs

Medical Sensor Data

Numerical
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FedAvg is the most used strategy

FedSGD – Federated Stochastic Gradient Descent
❖ Each client calculates the average gradient of global model
❖ The server aggregates these averages and perform the update
❖ Client performs only one step of gradient descent
❖ Requires large number of rounds training due to single batch 

gradient calculation

FedAvg – Federated Averaging
❖ Each client makes multiple steps of Gradient Descent locally
❖ The Server calculates the Weighted Average of the resulting Models
❖ Robustness to Unbalanced and non-IID data
❖ Reduces number of rounds of Communication
❖ It drops the clients that fail to perform their work within a time 

window.

FedOpt – Federated Optimisation
❖ Promotion of Communication Efficiency and Privacy
❖ Uses Sparse Compression Algorithm (SCA) which is based in 

Sparse top-k algorithm, to reduce the amount of Communication
❖ Adopts a lightweight homomorphic encryption with differential 

privacy for efficient and secure aggregation of gradients
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Differential privacy is the most used security mechanism

SSL/TLS

Encryption

Differential privacy techniques add noise to model updates to prevent the 

leakage of individual contributions.

Differential Privacy

CORE VALUE

KEY 01

KEY 02

KEY 03KEY 04

KEY 05

Secure Multi-party Computation (SMPC) or homomorphic encryption, enable 

secure aggregation of model updates without revealing the raw contributions 

from individual clients.

Secure Aggregation

Byzantine fault tolerance (BFT) or robust aggregation methods can detect and 

mitigate the influence of malicious or faulty clients in federated learning.

Byzantine Robustness

Mechanisms for detecting and mitigating model poisoning attacks, where malicious 

clients attempt to manipulate the global model by submitting malicious updates, are 

crucial for maintaining model integrity.

Poisoning Detection
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Flower is the most used framework

Flare
IBM 

Feder
ated

TFF

PySyft

FATE

OpenFL

Flower FedML

FedBi
oMed

Substr
a

LEAF

FL 
Framew

orks
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Still typical AI evaluation metrics are used



14Conclusions & Research Directions
Outcomes and directions for future research

Security measures and custom 

aggregation techniques should 

counter the impact of adversarial 

attacks

Adversarial Attacks
Multimodal FL applications can 

benefit significantly the health 

sector

Multimodal FL for Health 

Explainability functions should allow 

the end-user to fully understand each 

step during the federated training 

process

Explainability Issues
Custom aggregation methods can be 

investigated in order to address non-iid data

Data Heterogeneity

Need for an evaluation framework 

investigating each step of the 

federated learning lifecycle

Federated Learning Trustworthy 

Evaluation Framework
Federated learning has the 

potential to benefit multiple 

health applications

More health applications
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Thank You & Q /A

C o n t a c t  u s

p r a d o g l o u @ k 3 y . b g

h t t p s : / / k 3 y l a b s . c o m /

h t t p s : / / w w w . l i n k e d i n . c o m / c o m p a n
y / k 3 y / ? o r i g i n a l S u b d o m a i n = b g

Thank You

Q/A ?
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