
Date of publication xxxx 00, 0000, date of current version xxxx 00, 0000.

Digital Object Identifier 10.1109/ACCESS.2024.0429000

A Novel Air-to-Ground Communication Scheme
for Advanced Big Data Collection in Smart
Farming using UAVs
GEORGIOS A. KAKAMOUKAS1, THOMAS D. LAGKAS2, VASILEIOS ARGYRIOU3, SOTIRIOS K.
GOUDOS4, PANAGIOTIS RADOGLOU GRAMMATIKIS1, STAMATIA BIBI1, PANAGIOTIS G.
SARIGIANNIDIS1,
1Dept. of Electrical and Computer Engineering, University of Western Macedonia, ZEP Kozani, 50150, Greece (e-mail: ece@uowm.gr)
2Dept. of Computer Science, School of Science, International Hellenic University, Sindos Thessaloniki, 65404, Greece
3Dept. of Networks and Digital Media, Kingston University, Penrhyn Road, London, KT1 1LQ, UK
4ELEDIA@AUTH, School Of Physics, Aristotle University Of Thessaloniki, Thessaloniki, 54124, Greece

Corresponding author: Sotirios K. Goudos (e-mail: sgoudo@physics.auth.gr).

This project has received funding from the European Union’s Horizon Europe research and innovation programme under grant agreement
No. 101070181 (TALON).

ABSTRACT The evolution of Flying Ad Hoc Networks (FANETs) demands the development of advanced
routing protocols that can address the unique challenges associated with UAVmissions. This paper proposes
a novel Air-to-Ground, Energy-Aware, mission-oriented protocol, leveraging Fuzzy Logic (AERO-FL), to
enhance UAV cooperation and optimize network performance in deterministic scanning operations. The
study focuses on a Smart Farming (SF) scenario for extensive crop surveillance, which traditionally relies
on a single UAV. This conventional approach is often inefficient because of its inability to enable real-time
data transmission and its vulnerability to operational failures. The proposed system replaces the single UAV
approach with a cooperative FANET comprising multiple UAVs, significantly reducing mission completion
time while facilitating real-time data transmission through the cooperation of aerial and ground nodes. The
simulation results demonstrate that AERO-FL outperforms established routing protocols in key performance
metrics. These findings underscore the potential of AERO-FL in a variety of scanning applications, including
traffic monitoring, environmental observation, disaster response, and military operations. By enabling UAV
cooperation in a mission-oriented routing framework, this study provides a foundation for future research
aimed at achieving full FANET capabilities.

INDEX TERMS flying ad-hoc networks, air-to-ground communication, routing protocols, fuzzy logic, smart
agriculture, network simulations, ns3

I. INTRODUCTION

ANUnmannedAerial Vehicle (UAV), commonly referred
to as a drone, is an autonomous aircraft capable of

operating without an onboard human pilot [1]. This autonomy
enables UAVs to perform cost-effective missions while miti-
gating risks to human lives. UAVs can be operated remotely
through commands from a Ground Control Station (GCS) or
perform autonomous tasks using onboard systems, including
autopilots and sensors such as the Global Positioning System
(GPS) and Inertial Measurement Units (IMU) [2].

UAVs have gained attention in the military and civilian
domains due to their stability, endurance, and adaptability
in various operations [3]. Integrating UAVs with emerging

technologies, including the Internet of Things (IoT), 5G, and
Beyond 5G networks, has further expanded their application
spectrum [4]. During the past decade, UAVs have been widely
deployed in areas such as object detection, public safety, traf-
fic monitoring, military operations, hazardous environment
exploration, navigation, atmospheric data collection, disaster
recovery, healthcare, data transmission, infrastructure mon-
itoring, emergency management, cargo transport, wildfire
surveillance, and logistics [5].

Flying Ad hoc Networks (FANETs) are a specialized
subset of Mobile Ad hoc Networks (MANETs) designed
to enable communication among UAVs [6], [7]. FANETs
are particularly promising for applications that require UAV
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coordination and collaboration, offering advantages in cost
effectiveness and operational safety [8]. These networks have
been proposed for various domains, including agriculture
[9], transportation [10], military operations [11], healthcare
[12], and surveillance [13]. However, routing within FANETs
remains a significant challenge [14]. Routing involves identi-
fying optimal paths for data transmission between source and
destination nodes. This task becomes increasingly complex
in FANETs due to their dynamic topology, three-dimensional
operational environment, and rapid node mobility [15].

Previous studies have explored FANET routing using
simulation-based evaluations [16]. These studies have high-
lighted critical challenges, such as frequent topology changes,
limited connection stability, and energy constraints due to
mobility, size, weight, and energy consumption of UAVs [17].
However, many of these studies rely on simplistic stochas-
tic mobility models, such as Pure Randomized and Time-
Dependent models, which fail to capture the structured and
goal-oriented nature of UAV missions [18]. By definition,
stochastic models depend on random processes to simulate
node movement, making them less suitable for real-world
applications such as military operations, traffic monitoring,
or agricultural surveying, where UAVs follow predetermined
routes [16]. The representativeness of a mobility model, its
ability to accurately simulate mission-specific UAV behav-
iors, is crucial for realistic network performance evaluations.
Stochastic models can fail in this regard, leading to simu-
lation results that may not align with real-world scenarios.
In contrast, the use of mobility models tailored to specific
applications can provide more accurate and reliable insights
into network performance [19]. This highlights the need for
deterministic mobility models that will be able to capture the
movement behavior of a UAV, in order to evaluate FANET
performance effectively.

This paper introduces AERO-FL, a mission-oriented re-
active routing protocol that incorporates Artificial Intelli-
gence (AI) features through fuzzy logic. Building upon the
foundational principles of the Ad hoc On-Demand Distance
Vector (AODV) routing protocol [20], AERO-FL introduces
advanced decision-making capabilities that take into account
factors such as node attributes, connectivity, and network
topology. This optimization improves data forwarding and
resource management within the network. To evaluate its
performance, AERO-FL is tested using a three-dimensional
mobility model, newly proposed in this study and accurately
reflects UAV movement in scanning scenarios. Simulations
performed using the Network Simulator-3 (NS-3) indicate
that AERO-FL achieves superior performance compared to
existing routing protocols for scanning operations.

II. RELATED WORK
In recent years, there has been a surge in efforts aimed at de-
veloping new routing protocols integrated with new features,
such as fuzzy logic. Most of these efforts have been focused
on the MANET environment. Among existing routing pro-
tocols, AODV stands out as a robust and widely recognized

solution that has garnered significant attention in the realm
of ad hoc networks. Consequently, many of the newly pro-
posed routing protocols have been built on the foundational
principles of AODV, leveraging its established framework and
capabilities as a solid starting point for further innovation and
enhancement.
The authors in [21] propose a novel approach based

on fuzzy logic to improve the route selection scheme in
MANETs, acknowledging the intricate interplay of multi-
ple route selection criteria influencing network performance.
Leveraging fuzzy logic is an effective strategy to build opti-
mal routes, mitigating the limitations of single-metric rout-
ing protocols. Comparative evaluations against traditional
AODV routing protocols reveal superior performance metrics
achieved by the proposed fuzzy logic-based AODV routing
protocol, particularly in dynamic and high-mobility environ-
ments. The simulation results demonstrate significant im-
provements in throughput and packet delivery, along with a
reduced end-to-end delay compared to its predecessors.
Taking into account factors such as delay, stability and re-

maining energy of nodes, the authors in [22] introduce a novel
fuzzy logic-assisted variant of the AODV routing algorithm,
denoted as FL-AODV, aimed at enhancing route reliability in
MANETs. In the route discovery phase, the algorithm selects
the node with the highest reliability as the relay node, thereby
reserving the route with the highest accumulated reliability
for data transmission. The simulation results indicate that
the proposed routing protocol exhibits superior reliability
compared to the traditional AODV protocol and the Fuzzy
Logic Routing Algorithm (FLRA) while maintaining a low
delay. Specifically, the proposed protocol demonstrates en-
hanced link connectivity and prolonged route lifespan, with
an average routing reliability approximately 18% higher than
that of traditional AODV.
The authors in [23] introduce the Fuzzy Control Energy

Efficient (FCEE) routing protocol as a solution to address
the challenges encountered in wireless mesh networks. By
integrating the AODV protocol with fuzzy logic techniques,
FCEE aims to improve both network lifetime and perfor-
mance. The proposed approach incorporates a memory-based
channel integrated with fuzzy logic methodologies, which ef-
fectively regulates the forwarding of broadcast packets based
on the energy availability of the operating node. To assess
the effectiveness of the FCEE protocol, the article compares
its performance with two routing protocols: AODV and In-
telligent Routing AODV (IRAODV). The simulation results
show that the FCEE routing protocol significantly enhances
the reliability of the conventional AODV, offering improved
link connectivity and prolonged route lifetimes.
Moreover, the authors in [24] introduce a fuzzy logic-

based ad hoc on-demand distance vector (FL-AODV) routing
protocol, which employs a multivariate cross-layer design
architecture to optimize multiple performance parameters in
wireless ad hoc networks. The proposed fuzzy optimization
framework utilizes inputs from various layers of the OSI
stack, including header length from the data link and physical
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layers, route timeout from the network layer, and node mobil-
ity speed from the application layer. Additionally, parameters
such as the bit rate for the application layer and the communi-
cation range for the data link layer are considered as the fuzzy
outputs derived from the defuzzifier. The routing protocol is
evaluated through simulation experiments under diverse node
mobility conditions. Various network performance metrics,
including reception cache hit, packet delivery ratio, packet er-
rors, ping loss rate, mean throughput, and delay, are computed
and analyzed to compare FL-AODV with traditional AODV
routing mechanisms. The performance of the proposed fuzzy
routing model showcases its efficacy in terms of throughput
and delay.

An intelligent routing protocol tailored specifically for
Vehicles Ad hoc Networks (VANETs), with a focus on se-
lecting stable routes using fuzzy logic, is proposed in [25].
The approach endows each network node with autonomous
decision-making capabilities, enabling route selection based
on crucial factors such as vehicle mobility rates and available
bandwidth. A comparative studywas deployed against AODV
protocol. The simulations indicate superior performance of
the proposed protocol. The results underscore the potential
of the approach to enhance routing efficiency and network
performance in dynamic vehicular environments.

The authors in [26] introduce the Adaptive Fuzzy Logic
Inspired Path Longevity Factor-Based Forecasting Model
(AFLIPLFFM) as a predictive tool aimed at enhancing path
stability, thereby improving network throughput and packet
delivery ratio. The AFLIPLFFM model operates by initially
computing the Instantaneous Path Reliability (IPR) of mo-
bile nodes. Subsequently, this IPR value is fed into a fuzzy
inference engine, which employs a set of IF-THEN rules
defined based on triangular membership functions to calcu-
late the path stability output. Through extensive experimen-
tation, the efficacy of the AFLIPLFFM protocol is demon-
strated in reducing end-to-end delay under varying node
densities. Specifically, the proposed protocol showcases a
noteworthy reduction in end-to-end delay, with reductions of
5.69%, 7.16%, and 9.18% observed compared to the EN2RP,
AOMDV, andAODVprotocols, respectively. Their results un-
derscore the potential of AFLIPLFFM in optimizing network
performance and minimizing delays, thereby contributing to
enhanced reliability and efficiency in ad-hoc network opera-
tions.

To address the broadcast problem encountered in ad hoc
networks, authors in [27] introduce the CLAF-AODV routing
protocol. CLAF-AODV integrates a two-level fuzzy logic
framework to suppress broadcast packets within the network.
The CLAF-AODV protocol takes into account various fac-
tors, including stability, quality, and adaptability, to decide
on the forwarding of broadcast packets. To achieve this, the
protocol dynamically calculates the forwarding probability
considering parameters such as node quality, path quality, and
network density surrounding each node. Utilizing fuzzy logic,
the protocol evaluates node quality based on multiple inputs
including energy level, available bandwidth, queue length,

signal strength, and MAC contention. Through simulation
and analysis, the findings reveal that the CLAF-AODV rout-
ing protocol outperforms both the original AODV and FP-
AODV protocols. The proposed protocol demonstrates sig-
nificant reductions in routing load andMAC layer contention,
particularly in scenarios characterized by high network den-
sity. Moreover, CLAF-AODV exhibits superior performance
metrics including throughput, packet loss, and end-to-end
delay compared to the other routing protocols evaluated in
this study.
Recent efforts have been undertaken to devise and imple-

ment novel routing protocols tailored also for FANETs [28].
The authors in [29] introduce a fuzzy logic-based rout-

ing scheme tailored for FANETs, which encompasses two
distinct phases: route discovery and route maintenance. In
the initial phase, they propose a technique for computing
the score of each node within the network, aimed at miti-
gating the broadcast storm problem and curtailing the pro-
liferation of control messages typically associated with the
route discovery process. This scoring mechanism relies on
various parameters including movement direction, residual
energy levels of the nodes, the quality of the link and the
stability of the nodes. Furthermore, during the route selec-
tion process, they devise a fuzzy system to prioritize routes
based on their "fitness", minimizing delay, hops, and other
relevant factors crucial for efficient data transfer. The second
phase comprises two critical steps: proactive measures to
forestall route failures by promptly identifying and adjusting
paths nearing the failure threshold, and reactive procedures
for swiftly reconstructing failed routes, ensuring seamless
network connectivity. The simulation results are juxtaposed
with those obtained from three existing routing protocols,
namely Energy-efficient Connectivity-aware Data Delivery
(ECaD), Link stability estimation-based preemptive routing
(LEPR), and AODV. The comparative analysis shows that the
proposed routing method outperforms the existing schemes
in various performance metrics including end-to-end delay,
packet delivery rate, route stability, and energy consumption.
However, it is important to note that there is a slight increase
in routing overhead associated with the proposed approach.
The authors in [30] introduce a multi-objective routing

algorithm tailored also for FANETs. Recognizing the unique
dynamics of FANETs, authors propose the integration of
Q-learning-based fuzzy logic into the routing protocol. The
proposed algorithm streamlines the selection of routing paths
by evaluating both link and overall path performances. Each
UAV autonomously determines the optimal routing path to
the destination using a fuzzy system equipped with link-
level and path-level parameters. The link-level parameters
encompass critical factors such as transmission rate, energy
state, and inter-UAV connectivity status, while the path-level
parameters encompass metrics like hop count and successful
packet delivery time. Furthermore, the path-level parameters
undergo dynamic updates through a reinforcement learning
mechanism. The simulation results validate the effectiveness
of the proposed approach by comparing it with conventional
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fuzzy logic and Q-value-based ad hoc on-demand distance
vector protocols. The findings demonstrate that the proposed
method consistently maintains low hop counts and energy
consumption levels, thereby extending the network’s opera-
tional lifetime.

A UAV-assisted distributed routing framework, termed D-
IoT is introduced in [31]. This protocol is specifically tailored
to enhance network performance in IoT environments by
prioritizing Quality of Service (QoS) provision. To optimize
QoS provision in UAV-centric networks, the authors derived
parameters such as the relative velocity of drones, expected
link availability period, residual route load capacity, and route
delay. Leveraging a neuro-fuzzy inference system, they inte-
grate these parameters to facilitate reliable and efficient route
selection. Subsequently, they develop a UAV-assisted dis-
tributed routing framework based on the establishedUAVmo-
bility model and QoS parameters. Simulation results demon-
strate the superior performance of D-IoT compared to exist-
ing protocols, indicating its potential applicability in various
domains such as agriculture, traffic management, and border
monitoring with drones.

Table (1) summarizes recent efforts of researchers to im-
prove popular ad hoc routing protocols by incorporating fuzzy
logic from 2020 and onward. The table details the environ-
ments and types of movement for which these protocols were
tested, the fuzzy inputs used, and the results achieved.

A notable observation is that all of these protocols have
only been tested using stochastic mobility models. As high-
lighted in [13] and [18], stochastic mobility models are con-
sidered less suitable for practical FANET applications and
more appropriate for scientific and exploratory purposes. This
lack of attention to deterministic mobility models, which have
been shown to be better at simulating UAV movements in
real FANET applications, as shown in studies like [13], is
evident. Moreover, scanning movement represents one of the
most prevalent motion patterns in real-world UAV scenarios,
as it supports a wide array of practical applications, including
search and rescue missions, military reconnaissance, environ-
mental monitoring, agricultural management, traffic surveil-
lance, and others [19].

The research question that this article addresses is articu-
lated as follows:

How can the integration of fuzzy logic enhance the perfor-
mance of routing protocols in FANETs, particularly during
scanning operations in a 3D simulation environment that in-
corporates realistic UAV mobility and collaboration between
aerial and ground nodes?

This paper answers the research question by developing a
comprehensive simulation environment tailored to evaluate
routing protocols in FANETs under realistic UAV mobility
scenarios, specifically focusing on scanning operations. Un-
like traditional approaches that rely on stochastic mobility
models, this work employs a novel deterministic 3D mobility
model that accurately represents UAV behaviors and mission-
specific dynamics. The simulation framework incorporates
collaborative interactions between aerial and ground nodes,

taking advantage of their distinct attributes, such as alti-
tude, mobility, and connectivity, to effectively mirror real-
world scenarios. In addition, the paper introduces a newly de-
signed routing protocol that integrates fuzzy logic to enhance
decision-making capabilities. This protocol considers critical
factors, including the type of node (aerial or ground), mobility
status (static or mobile), connectivity, and network topology.
By evaluating the proposed protocol against well-established
ad hoc routing protocols in the context of scanning operations,
the paper demonstrates the advantages of fuzzy logic in facil-
itating more reliable, efficient and context-aware routing in
FANETs. Through these contributions, the research not only
addresses the identified gaps but also provides insights for
advancing FANET communication strategies in dynamic and
complex operational environments.
An additional advantage of the current is the fact that

unlike previous studies that used the outdated ns-2 simulator
with limited three-dimensional capabilities [18], this research
uses the more advanced ns-3 simulator. Using ns-3 ensures
more reliable and accurate simulation results, offering greater
power and flexibility, as noted in recent publications [32].

III. ROUTING PROTOCOLS
Routing protocols play a pivotal role in the establishment
and maintenance of communication paths in networks where
nodes dynamically form temporary networks without the use
of fixed infrastructure (called ad hoc networks) [33]. These
protocols facilitate the efficient transmission of data packets
between the source and destination nodes, overcoming the
challenges posed by the dynamic and often unpredictable
nature of these networks [34]. Several routing protocols have
been developed to address the unique challenges of ad hoc
networks. Among the most popular are the AODV [20],
Destination-Sequenced Distance Vector (DSDV) [35], and
Optimized Link State Routing (OLSR) [36] protocols.
AODV is a reactive routing protocol that establishes routes

between nodes only when needed. When a node requires a
route to a destination, it initiates a route discovery process by
broadcasting Route Request (RREQ) packets. Intermediate
nodes forward these packets until they reach the destination or
a node with a fresh route to the destination. Upon receiving
the RREQ, nodes create route entries in their routing tables
and reply with Route Reply (RREP) packets. AODV utilizes
sequence numbers to ensure the freshness of routing infor-
mation and prevent routing loops. DSDV is a proactive rout-
ing protocol based on the classical Bellman-Ford algorithm.
In DSDV, each node maintains a routing table containing
entries for all reachable destinations in the network. These
entries include the next-hop node and an associated sequence
number, which is periodically updated to reflect changes in
the network topology. DSDV employs sequence numbers to
ensure that nodes have the most recent routing information
and to prevent routing loops. To maintain routing table con-
sistency, nodes periodically broadcast their routing tables to
their neighbors, and upon receiving an update, nodes compare
the sequence numbers of routes to update their routing tables
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TABLE 1. Comparative Analysis of Fuzzy Logic-Enhanced AODV Variants in Ad Hoc Networks (2020 - 2023)

Reference Network Movement Fuzzy Inputs Enhancements & Challenges
[21] MANET Stochastic Residual Energy, Speed, Hop-Count, Band-

width, Expiration Time
Enhanced PDR and Throughput / Decreased End-
2-End Delay

[22] MANET Stochastic Stability Enhanced PDR / Decreased Routing Overhead and
E2E Delay

[23] Wireless
Mesh
Networks

Stochastic Residual Energy Prolonged Route Lifetime

[24] MANET Stochastic Header Length, Route Timeout, Node Speed Enhanced Throughput / Decreased E2E Delay
[29] FANET Stochastic Node Movement, Residual Energy Decreased E2E Delay, and Energy Consumption,

Enhanced PDR / Increased Overhead
[25] VANET Stochastic Vehicle Mobility, and Bandwidth Enhanced PDR / Decreased E2E Delay
[26] MANET Stochastic Instantaneous Path Reliability Decreased E2E Delay
[27] MANET Stochastic Residual Energy, Signal Strength, Band-

width, Network Density
Decreased Routing Overhead, and E2E Delay, En-
hanced Throughput

[30] FANET Stochastic Transmission Rate, Residual Energy, Hop-
Count, Successful Packet Deliveries

Prolonged Route Lifetime

[31] FANET Stochastic Node Movement, Link Availability Period,
Residual Load Capacity, Delay

Enhanced Throughput / Decreased E2E Delay

accordingly. OLSR is also a proactive routing protocol that
maintains an up-to-date view of the network topology by peri-
odically exchanging link-state information with neighboring
nodes. Each node selects a set of Multi-Point Relay (MPR)
nodes responsible for forwarding control messages, reducing
overhead. OLSR utilizes two types of control messages: Hello
messages for neighbor detection and MPR selection, and
Topology Control (TC) messages for disseminating topology
information. OLSR is particularly suitable for large-scale
networks with high node density.

These routing protocols have been extensively studied and
implemented in various ad hoc network scenarios, each offer-
ing unique advantages and trade-offs in terms of performance,
scalability, and adaptability to network conditions [37]. Nu-
merous variations of the aforementioned routing protocols
have emerged to address various scenarios, encompassing
varying movement patterns and accommodating hybrid com-
munication paradigms such as Air-to-Ground communication
[38]. These adaptations have introduced a spectrum ofmecha-
nisms tailored to handle the aforementioned scenarios. These
mechanisms range from simple adjustments in route discov-
ery intervals to sophisticated implementations integrating AI
into the decision-making process for selecting the next hop
[39].

IV. FUZZY LOGIC BASICS
Research and empirical investigations have shown that
achieving precise measurement, modeling, and control of
real-world applications can be challenging due to factors such
as incomplete and stochastic data samples [40]. Fuzzy logic
emerges as a mathematical tool aimed at addressing these
complexities by striving to mimic human cognitive processes.
Fuzzy logic theory offers a paradigm shift from classical
set theory by introducing the notion of fuzzy sets. Unlike
classical sets, which operate within a framework of precise
and unequivocal membership functions, fuzzy sets introduce
the concept of partial membership. This paradigm shift allows

elements to exhibit varying degrees of belongingness to a
set, enabling a more nuanced representation of uncertainty.
Consequently, outcomes in fuzzy logic are not confined to
binary true or false values but rather embrace the spectrum of
partial truth or falsity.
Consider a reference set denoted by X that comprises a

multitude of members denoted by x. Equation (1) delimits the
establishment of fuzzy set A, derived from reference set X , in
the following manner.

A = {(x, µA(x)) | x ∈ X} =
n∑

i=1

µA(xi)/xi (1)

Where, µA(X) → [0,1] is membership function of A and
µA(xi) represents the membership degree of the element xi
in A. Note that the symbol "/" does not refer to a division
operation. It is just a symbol for separating the membership
degree and the corresponding member. Within a fuzzy set,
the membership functions assume pivotal roles. Among the
key functions are triangular, trapezoidal, and Gaussian. In this
research work, the focus shifts to a single primary member-
ship function, triangular, as it aligns with the framework of
the proposed routing protocol.
The triangular membership function is known by three

parameters, including α, β, and γ, so that α < β < γ as shown
in Fig. (1).
The triangular membership function is defined based on

Equation (2):

µ(x) = MAX
(
min

( x − α

β − α
,
γ − x
γ − β

)
, 0

)
(2)

As shown in Fig. (2) within a fuzzy system, pivotalmodules
include the fuzzifier related to input fuzzyfication, defuzzifier
related to output defuzzyfication, rule base, and fuzzy infer-
ence engine. The fuzzifier plays a crucial role in converting
system inputs into fuzzy inputs, determining a membership
degree for each fuzzy input. The fuzzy inference engine com-
putes fuzzy values, operating directly with the rule basewhich
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FIGURE 1. The triangular membership function

contains a collection of "IF-THEN" rules. The results of the
inference engine are fuzzy variables. Lastly, the defuzzifier,
transforms fuzzy outputs into crisp values, employing various
approaches such as averaging or centroid schemes.

V. MISSION SCENARIO AND NETWORK MODEL
Modern crop surveying and mapping often utilize UAVs,
satellites, and ground-based sensors [41]. UAVs, equipped
with high-resolution cameras and sensors, are particularly ef-
fective in capturing georeferenced images and data over large
areas [19]. The information collected is then processed using
Geographic Information Systems (GIS) and other software
tools to create comprehensive maps and reports [42]. Fig. (3)
illustrates several potential export types generated by GIS.
Fig. (3a) displays a five-band composite, including green,
red, red-edge, near-infrared (NIR), and alpha bands. This
multi-spectral image provides valuable information about the
vegetation and land cover. Fig. (3b) represents the Digital
Surface Model (DSM), depicting variations in terrain height
and surface features. Fig (3c) shows the orthomosaic, which
is a geometrically corrected high-resolution aerial photograph
stitched together from multiple images. Fig. (3d) presents
the Normalized Difference Vegetation Index (NDVI) map,
a widely used metric to assess crop health by measuring
vegetation density and vigor. Each of these results has been
meticulously constructed from individual images to generate
the comprehensive outputs displayed. The GIS software can
produce different types of exports tailored to the specific in-
formational needs of stakeholders, thereby providing versatile
and actionable insights for various applications.

Current methods for crop surveying and mapping with
UAVs typically involve a single UAV scanning a predefined
area and collecting image data. This traditional approach can
be divided into three main stages:

1) Flight Preparation Stage:

• Flight Analysis and Planning: This preliminary
step involves analyzing the mission specifications
and preparing the UAV accordingly. Inputs include
the coordinates of the surveyed area, the mobility

model, the flight altitude, and the necessary equip-
ment.

2) Flight Operation Stage:
• Flight Initiation – Takeoff: The UAV is transported

to the mission’s starting point and takes off.
• Data Acquisition: Upon reaching the desired alti-

tude, the UAV begins collecting images of the crop.
• Data Storage: Each image is stored on an SD card

within the UAV.
• Battery Level Check: The UAV’s battery level is

periodically monitored. If the battery drops below
a predefined threshold or there is a rapid decline,
the UAV must land for a battery replacement.

• SD Card Memory Check: The available memory
on the SD card is also checked periodically. If the
memory is full, the UAV must land to replace the
SD card with an empty one.

• Flight Termination – Landing: Once the UAV com-
pletes its mission, it lands at a predefined point.

3) Post-Flight Data Exploration Stage:
• Data Extraction: The SD card(s) are removed from

the UAV and inserted into a ground workstation,
where the image data, often amounting to giga-
bytes, are extracted and stored.

• Data Exploitation: The image data are processed
using software that merges the images based on
geolocation information to create a single mosaic
image illustrating the entire surveyed area.

• Results: The mosaic along with other types of
images, are analyzed and used by stakeholders for
reference and decision-making.

This traditional approach raises the following concerns:
1) The cost of a single UAV capable of carrying the nec-

essary hardware and scanning the entire field with min-
imal battery and SD card changes is tens of thousands
of euros.

2) The mission execution time is limited by the UAV’s
capabilities, and extended by the need for battery and
SD card replacements.

3) The risk of a single point of failure in theUAVcan result
in mission cancellation.

4) The mission requires significant manual intervention,
such as changing batteries and SD cards and extracting
image data to the ground workstation.

The proposed scenario addresses these concerns by em-
ploying an ad hoc network comprising a FANET and ground
static nodes arranged in a grid. Multiple mini UAVs within
the FANET acquire and forward image data through the
FANET and ground network to a ground workstation, which
performs all necessary analyses to provide stakeholders with
final information. This approach divides the crop surveying
process into the following stages:
1) Flight Preparation Stage:

• Flight Analysis and Planning: This step involves
analyzing the mission specifications and preparing
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FIGURE 2. Fuzzy system structure

(a) (b) (c) (d)

FIGURE 3. Four different types of images generated by a Geographic Information System (GIS) software a) Five-band composite b) Digital Surface Mode
(DSM). c) Orthomosaic and d) Normalized Difference Vegetation Index (NDVI)

each UAV accordingly. Inputs include the coor-
dinates of the surveyed area, the mobility model,
the flight altitude, and the necessary equipment for
each UAV.

2) Flight Operation Stage:

• Flight Initiation – Takeoff: Each UAV is trans-
ported to its starting point and takes off.

• Data Acquisition: Upon reaching the desired al-
titude, each UAV begins collecting images of the
crop.

• Data Forwarding: Each image is immediately for-
warded to the ground workstation via the FANET
and ground network.

• Flight Termination – Landing: Each UAV lands at
a predefined point upon mission completion.

3) Post-Flight Data Exploration Stage:

• Data Exploitation: The image data are directly
processed using software that merges the images
based on geolocation information to create a single
mosaic image illustrating the entire surveyed area.
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• Results: The mosaic along with other types of
images, are analyzed and used by stakeholders for
reference and decision-making.

This FANET-based approach significantly enhances effi-
ciency, reduces mission time, minimizes manual intervention,
and mitigates the risk of mission failure due to the distributed
nature of the UAV network.

Fig. (4) shows the simulated agricultural field to be sur-
veyed. Assuming an area of interest measuring 1000m ×
1000m, and considering that a UAV can capture a snapshot of
50m × 50m from a height (h), the side-step size can be con-
figured as 50m, enabling the complete coverage of the area in
19 vertical sweeps. The UAV transmits these snapshots to a
groundworkstation (sink), as illustrated in Fig. (4), positioned
at the bottom right corner of the field. With the UAV cruising
at a speed of 20m/s [43], the entire operation can be finalized
within approximately 17 minutes (19.900m/20m/s = 995
seconds).

FIGURE 4. FANET simulation scenario, each UAV area of coverage has a
different color

This research encompasses the deployment of up to 5
drones. The simulated drone, showcased in Fig. (5), main-
tains a consistent altitude of 10 meters above ground level
throughout its flight trajectory. Static ground nodes, facili-
tating communication among themselves and with the aerial
nodes, provide support for the FANET. The agricultural field
accommodates 25 ground static nodes, arranged in a 5x5 grid
configuration, as shown in Fig. (5). Additionally, the cabin
house located in the lower right corner of the field, as depicted
in Fig. (5), functions as the sink node.

Considering the UAVs’ velocity of 20m/s, each would cap-
ture 20 images during a sweep covering 1000m, resulting in
an image capture rate of approximately one every 2.5 seconds.
Assuming a compressed image size of 1MB, the UAVswould

FIGURE 5. Close-up view of UAVs in the foreground, ground nodes in the
background, and the cabin house on the right side of the field.

need to transmit 1 MB of data every 2.5 seconds. However,
transmission is scheduled once every 5 seconds, necessitating
each node to transmit a minimum of 2MB of data within this
interval, corresponding to a transmission rate of at least 0.5
Mbps.
It’s worth noting that a higher On-Time would augment the

transmission rate but concurrently escalate network overhead.
To optimize overall performance, a judicious On-time and
Off-time window should be established. With these consid-
erations in mind, the MAC channel should support a min-
imum of 0.5 Mbps. However, conventional PHY / MAC
IEEE802.11b exhibits rates below 500 kbps due to con-
gestion in typical MANET, and FANET scenarios. To ad-
dress this limitation, a higher-capacity PHY / MAC, such as
IEEE802.11n, is adopted for the FANET scenario, boasting
enhanced data rates and a communication range exceeding
400 meters in open outdoor settings [44].
The simulation scenario will employ AERO-FL for com-

parative analysis alongside three well-established routing
protocols in ad hoc networks: AODV, OLSR, and DSDV.
Originally devised for MANETs [45], AODV has exhibited
notable effectiveness within FANETs, consistently achieving
high PDR, particularly in scenarios employing stochastic mo-
bility models [16]. The adaptability of AODV is highlighted
by the emergence of several FANET-specific protocols rooted
in its principles, underscoring its ability to address mobility
patterns characterized by randomness [46].

A. NETWORK PERFORMANCE METRICS
The scenario employs a set of metrics to assess and compare
the performance of the proposed routing protocol. These
metrics were carefully chosen to provide a comprehensive
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evaluation of the models and to enable a thorough analysis
of their respective capabilities.

1) PDR, expressed as a percentage, stands as a pivotal
performance metric delineating the fraction of packets
successfully conveyed from their source to the intended
destination within a communication network. It serves
as a paramount gauge of the overall efficiency and
dependability of a network protocol or system. PDR
computation entails dividing the total number of pack-
ets received at the destination by the aggregate number
of packets transmitted from the source.

PDR(%) =
Sinkreceived
Sendersent

x 100 (3)

The measurement of PDR furnishes researchers with
invaluable insights into the effectiveness and resilience
of the network, enabling them to gauge the caliber
and success rate of packet delivery, which constitutes
a cornerstone for assessing and fine-tuning network
performance.

2) Cumulative delay at the destination node constitutes a
metric encapsulating the temporal differential between
packet arrival at the sink node and its transmission
from the source to the sink. This metric quantifies the
comprehensive delay experienced by packets during
their traversal through the network. Typically gauged
in milliseconds (ms), it denotes the accrued time taken
for packets to reach their designated endpoint. The
mathematical formula for calculating cumulative delay
typically involves summing up the individual delays ex-
perienced by packets as they traverse through network.

Dcumulative = D1 + D2 + D3 + ...+ Dn (4)

Where D1, D2, D3, Dn represent the individual delays
experienced by each packet at different stages or net-
work components during its journey from the source
to the destination, and n represents the total number of
network components or stages that the packet traverses.
Cumulative delay at the destination confers invaluable
insights into the efficacy and performance of the net-
work, aiding researchers and network administrators in
evaluating the efficacy of routing protocols and iden-
tifying potential bottlenecks or latencies. Through the
analysis of this metric, one can assess the repercussions
of network conditions and congestion on the overall
delivery time of packets. Diminished cumulative delays
denote swifter and more efficient transmission, pivotal
for applications necessitating prompt data delivery.

3) Average Energy Consumption of a Network pertains
to the collective energy utilization across all network
entities within a defined timeframe. This metric en-
compasses the energy outlay associated with diverse
network elements, as they operate within the network
infrastructure. From a research perspective, quantify-
ing the average energy consumption of a network is

pivotal for assessing its overall energy efficiency and
environmental sustainability. This metric sheds light on
the power consumption of network components during
essential operations like data transmission, reception,
routing, and processing. To gauge the average energy
consumption of a network, each network component’s
energy usage is measured independently, with the cu-
mulative sum representing the network’s aggregate
energy consumption, divided by the total number of
network components. Mathematically, the total energy
consumption in a network can be described as:

Energyaverage =

∑n
i=1 Ei x t
n

(5)

Where Ei represents the energy consumption rate of the
ith network component measured in units such as Watts
(W) or Joules (J) per second, t represents the duration of
operation or simulation time, and n represents the total
number of network components. Thorough compre-
hension and analysis of a network’s total energy con-
sumption are imperative for network designers, admin-
istrators, and researchers. It enables the development
of strategies aimed at optimizing energy utilization,
reducing environmental impact, and bolstering overall
network performance and sustainability.

4) Normalized Energy Consumption (NEC) is a custom
metric designed to provide insights into the energy
efficiency of individual network nodes relative to their
achieved Packet Delivery Ratio (PDR). This metric of-
fers a normalized perspective on energy consumption,
considering the energy expenditure of nodes in relation
to their effectiveness in packet delivery. Mathemati-
cally, NEC is defined as the average energy consump-
tion of a node divided by its corresponding Packet
Delivery Ratio. This ratio allows for a direct compar-
ison between the energy consumed by a node and its
performance in delivering packets successfully.

NEC =
NodeAverageEnergyConsumption

PDR
(6)

The numerator represents the average energy consump-
tion of a node, encompassing the energy utilized during
various network activities such as data transmission,
reception, and processing. The denominator, PDR, sig-
nifies the node’s effectiveness in delivering packets,
quantifying the proportion of successfully delivered
packets relative to those transmitted. By normalizing
energy consumption against PDR, this metric enables
a more comprehensive assessment of a node’s energy
efficiency. A lower value of the Normalized Energy
Consumption (Ratio) indicates that the node achieves a
higher PDR relative to its energy consumption, reflect-
ing greater energy efficiency and network performance
optimization.

5) Number of Forwards of Data Packets refers to the count
of times a data packet is forwarded by intermediate
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nodes within a network before reaching its final des-
tination. The Number of Forwards of Data Packets is a
metric used to quantify the extent of packet forwarding
activity within a network. It provides valuable insights
into the routing behavior and efficiency of the network,
reflecting the complexity and robustness of the routing
paths traversed by data packets. This metric is partic-
ularly relevant in evaluating the performance and reli-
ability of routing protocols, as it indicates the level of
network congestion, packet loss, and routing overhead
experienced during data transmission. A higher number
of forwards of data packets may signify suboptimal
routing paths, network bottlenecks, or excessive packet
retransmissions, all of which can impact network la-
tency, throughput, and overall performance.

Through the utilization of these metrics, the objective of
this paper is to delve into the distinctive attributes and limita-
tions inherent in each routing protocol. Furthermore, it seeks
to evaluate the efficacy of the proposed routing protocol in
confronting the intricacies of a deterministic UAV operation,
thereby providing a comprehensive understanding of its per-
formance in practical scenarios.

Table (2) presents the simulation parameter values for the
investigated scenario.

Simulation Parameters
Parameter Value
Simulation area 1000m x 1000m
Side-step 50m
UAVs’ type Multicopters
UAVs’ speed 20 m/s
Height of the flight 10m
Pause Time 2 sec

Routing Protocols

OLSR
AODV
DSDV
AERO-FL

Number of UAVs 1,2,3,4,5
Number of Sink Nodes 1
Mobility Model 3D Capable Deterministic Scan
PHY / MAC 802.11n
Packet Size 512 Bytes
Traffic Rate 5 Mbps
Traffic Type 5 On/Off
Traffic (On-Time) 2.5 seconds
Traffic (Off-Time) 2.5 seconds

TABLE 2. Simulation Parameter Values for Crop Insurance Scenario

VI. MOBILITY MODEL
Fig. (6) illustrates the scanning path of the UAV, considering
that the UAV flies at a constant given height, following the
curvature of the ground.

The proposed 3D scan mobility model is beneficial in these
real-world applications by offering a closer approximation of
UAV movements, improving the effectiveness and realism of
simulations.

A. MOVEMENTS OF SCANNING MOBILITY

FIGURE 6. The scanning path of the UAV presented in a 2D space

1) The Velocity Vector
The velocity vector is a vector quantity that represents the
rate at which an object changes its position. It is defined as
the derivative of the position vector with respect to time:

v = dr/dt (7)

where v is the velocity vector, r is the position vector, t is time.
In component form, the velocity vector can be expressed as:

v = (vx + vy + vz) (8)

where, vx , vy and vz are the components of the velocity vector
in the x, y, and z directions, respectively.

2) The Vertical and Horizontal Movement
The following equation shows the vertical velocity vv:

vv = (cos θ × sinϕ× s, sin θ × sinϕ× s, cosϕ× s) (9)

where θ is the angle of vertical direction, and may have value
π/2 or -π/2 to represent the top and bottom direction of the
motion. ϕ is the pitch to represent the motion in z direction
and it may also have value π/2 or -π/2 to represent the up
and down direction of motion. S is the scalar that represents
speed.
The following equation shows the horizontal velocity vh:

vh = (cosϕ× sinϕ× s, sinϕ× s, cosϕ× s) (10)
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where ϕ is the angle of horizontal direction, and may have
value 0 or π to represent the left and right direction of the
motion.

B. FLOW DIAGRAM OF 3D SCAN MOBILITY MODEL
The following flow diagram explains the overall design of the
proposed 3D Scan Mobility Model.

FIGURE 7. The Flow Chart of 3D Scan Mobility Model

In Fig. (7), the dashed lines depict the control flow that
is slated for processing at a predefined future time. As such,
the established mobility pattern persists in the same trajectory
until that specific moment. Subsequently, at the scheduled
time, an alteration in course transpires after a brief pause.
Consequently, the ensuing movement direction hinges upon
the functions associated with the upcoming scheduled event.
This pattern endures until the conclusion of the simulation
time frame.

C. PSEUDO CODE OF THE ALGORITHM
Algorithm (1) explains the algorithm of the 3D Scan mobility
model:

Algorithm (1) expects the following inputs: Xmin, Xmax ,
Ymin, Ymax , θ, ϕ, s, d

Where
Xmin, Xmax , Ymin, Ymax : the bounds of the region,
θ : the angle of vertical direction; 2π or - 2π,
ϕ : the angle of horizontal direction; π or 0,
s: speed of the object,

D. IMPLEMENTATION OF 3D SCAN MOBILITY MODEL
UNDER NS-3
The proposed mobility model and the respective simulations
were carried out using 3 tools: ns-3 [47], NetSimulyzer 3D
Visualization Tool and NetSimulyzer ns-3 module [48]. Ns-
3 is a discrete-event network simulator designed for Internet
systems and serves as a tool for researchers and developers to
explore, simulate, and assess network protocols, applications,

Algorithm 1 3D Scan Mobility Model
1: procedure MoveVertical
2: PCurrent ← MobilityModelGetPosition()
3: if Pnext(y) > YmaxorPnext(y) < Ymin then
4: θ ← −θ
5: end if
6: vv ← (cos θ · sinϕ · s, sin θ · sinϕ · s, cosϕ · s)
7: MobilityModelSetVelocity(vv)
8: UnpauseMobility()
9: distance← Ymax − Ymin

10: delay← distance
s

11: ScheduleEvent(delay, VerticalPause())
12: end procedure
13: procedure MoveHorizontal
14: PCurrent ← MobilityModelGetPosition()
15: Pnext ← PCurrent

16: Pnext(x)← Pnext(x) + d
17: if Pnext(x) > XmaxorPnext(x) < Xmin then
18: d ← −d
19: if θ == 0 then
20: θ ← π
21: else
22: θ ← 0
23: Pnext(x)← Pnext(x)− d

2
24: end if
25: end if
26: vh ← (cosϕ · sinϕ · s, sinϕ · sinϕ · s, cosϕ · s)
27: MobilityModelSetVelocity(vh)
28: distance← |PCurrent − Pnext|
29: delay← Seconds

(
distance

s

)
30: ScheduleEvent(delay, HorizontalPause())
31: end procedure
32: procedure VerticalPause
33: ScheduleEvent(pause, MoveHorizontal())
34: end procedure
35: procedure HorizontalPause
36: ScheduleEvent(pause, MoveVertical())
37: end procedure

and services within a controlled environment. It is important
to note that ns-3 employs the Cartesian coordinate system, de-
noted as (x, y, z), while the proposed mobility model utilizes
the spherical coordinate system, defined by (r, θ, ϕ). In this
context, the radius ’r’ can be interpreted as v when referring
to speed. A visual representation of these coordinate systems
is provided in Fig. (8).
Recognizing the advantages of its enhanced functionality

and improved performance, the proposed mobility model is
implemented using ns-3 version 3.37. This decision helped to
leverage the latest add-on offered by the simulator, such as
NetSimulyzer.
NetSimulyzer is a versatile 3D visualization tool, that of-

fers a comprehensive solution for showcasing, troubleshoot-
ing, delivering presentations, and comprehending ns-3 sce-
narios. Given the limitations of NetAnim, the default visu-
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FIGURE 8. ns-3 Cartesian coordinate system denoted as (x, y, z), and
mobility models spherical coordinate system denoted as (r, θ, ϕ)

alization tool in ns-3, in depicting network scenarios in 3D,
the decision was made to utilize NetSimulyzer to enhance the
visualization and comprehension of the proposed 3D network
scenario. This choice facilitates a superior visualization expe-
rience, enabling a more thorough understanding of the intri-
cate network dynamics and interactions within the simulated
environment.

Fig. (9) depicts the simulation of a dynamic 3D scenario
utilizing the 3D Scanmobilitymodel, which has been visually
rendered using the advanced NetSimulyzer 3D visualization
tool. The figure showcases the immersive representation of
the network’smobility patterns, offering a comprehensive and
visually captivating view of the simulated environment.

VII. AERO-FL ROUTING PROTOCOL
Drawing from the literature review in Section (II), various
factors could potentially impede the effective deployment of
a routing protocol within a deterministic scenario akin to the
network model outlined in Section (V). These factors encom-
pass a range of considerations, including but not limited to:

1) High Mobility of Fast-Moving Drones: The rapid
movement of drones leads to frequent link failures,
disrupting communication paths.

2) Redundant Hello Messages from Static Nodes: Static
nodes in the network redundantly broadcast hello mes-
sages, even when their locations remain unchanged,
resulting in unnecessary overhead.

3) UniformHelloMessage Transmission Rates: Both fast-
moving drones and static nodes transmit hellomessages
at the same rate, regardless of their mobility or network
topology.

4) Sparse and Dense Regions: Ad hoc network in agricul-
tural scenarios often encompass vast areas with varia-

FIGURE 9. The 3D Scan Mobility Model using NetSimulyzer add-on

tions in node density, leading to regions with sparse or
dense node distribution.

5) Variability in 1-Hop Connectivity: Drones positioned at
the central part of the network may enjoy better 1-hop
connectivity compared to those situated at the network
periphery.

To address these issues and enhance performance in an Air-
to-Ground communication, two main strategies are proposed:

1) Optimization of Hello Interval: Adjusting the hello
interval to reduce overall message overhead and min-
imize redundant hello message transmissions.

2) Improvement of 1-Hop Connectivity: Enhancing the 1-
hop connectivity of all nodes, both mobile and static, to
establish more robust communication links within the
network.

Improving 1-hop connectivity involves increasing the
transmission power of nodes, although determining the op-
timal power level presents a challenge. Increasing transmis-
sion power escalates overhead and energy consumption. To
mitigate these effects, we adopt a nuanced approach by incre-
mentally adjusting transmission power based on the node’s
current 1-hop connectivity or approximate network density.
Nodes employ fuzzy logic to dynamically select transmis-

sion power levels from three options (low, medium, high),
with the default power level set as the starting point. This
adaptive strategy ensures that nodes adjust their transmission
power slightly according to their current connectivity status,
thereby reducing link failures and enhancing overall network
performance.
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It is crucial to acknowledge that while optimizing trans-
mission power enhances 1-hop connectivity and improves
performance metrics such as PDR, it also leads to increased
overall energy consumption. The goal of this approach is to
achieve superior performance in thesemetrics without dispro-
portionately escalating power consumption. Therefore, the
proposed optimization strategy seeks to minimize the power
consumption per unit of PDR, thereby ensuring efficient and
sustainable overall network performance.

A. FUZZYFICATION IN OUR DESIGN
Fuzzification is a technique through which the ’crisp-valued’
inputs are converted into fuzzy-valued outputs. The following
are the things needed to understand the fuzzification process.

1) Linguistic Variables
In fuzzy logic, Linguistic Variables (LV) are variables whose
values are words or phrases rather than numerical values.
These variables allow for more natural and intuitive repre-
sentation of uncertainty and imprecision in human language.
In our design, we used ‘high’, ‘medium’ and ‘low’ as three
Linguistic variables in our model to make decision-making
processes, where the uncertainty of the input data can be
represented more accurately using fuzzy logic.

2) Input, Output Variables and Membership Functions
The following are the three input membership functions used
in the proposed design. The variable on the left is called input
membership variable.

MFin =


1− hopConnectivity : {Low, Medium, High}
CurrentTxPower : {Low, Medium, High}
PrevHelloInterval : {Low, Medium, High}

(11)
The following are the three output membership functions

used in the proposed design. The variable on the left is called
output membership variable.

MFout =


NewTxPower : {Low, Medium, High}
NewHelloIntval − S : {Low, Medium, High}
NewHelloIntval −M : {Low, Medium, High}

(12)
Where NewHelloIntval-S is the hello interval that will

be set on static/non-mobile nodes of the FANET and the
NewHelloIntval-M is the hello interval that will be set on
mobile drone nodes.

3) Membership Diagram
The followingmembership diagram demonstrates the concept
of a triangular membership function. In this diagram, both
the input and output membership functions are similar in
appearance, as they utilize the same linguistic variables for
the three input membership functions and the three output
membership functions. The triangular shapes across all six

functions are identical. The primary difference lies in the
values α to η, which denote varying ranges within the input
and output functions. Fig. (10) illustrates all six input and
output membership functions.

FIGURE 10. Membership diagram representing an input / output
membership function

The primary objective is to adjust the values of output
variables in response to input variables based on fuzzy logic
rules. One-hop connectivity is determined by the number
of neighbors within one hop that are detected by a node
through overhearing hello messages periodically transmitted
from those neighboring nodes. This can be considered as the
realized neighbor density at a given time. It is important to
note that the actual number of physical neighbors may vary,
hence the term "1-hop connectivity" is used to refer to suc-
cessfully connectable neighbors. Theoretically, an increase in
1-hop connectivity indicates better overall connectivity.
1-hop connectivity can be improved by increasing the

transmission Tx power of the nodes. However, this also results
in increased overhead and power consumption. Therefore,
determining the optimal Tx power is crucial for achieving bal-
anced performance. Ideally, if the 1-hop connectivity reaches
an optimal range, it can be considered good connectivity. For
instance, if the 1-hop connectivity is below this optimal range,
the Tx power needs to be increased, but the exact increment
required is uncertain. Conversely, if the 1-hop connectivity
exceeds the optimal range, the Tx power should be decreased,
yet the precise reduction needed is also uncertain. Fuzzy logic
provides a solution to these uncertainties by determining the
appropriate adjustments to the Tx power, ensuring optimal
performance.

4) Range of Values
Table (3) shows an example of range of values that one may
use to take decision based on fuzzy logic.

5) Triangle Membership Functions
Triangular membership functions are employed to delineate
the range of input variables in our fuzzy system. To avoid
redundancy, a single set of triangular membership functions is
illustrated, representing the general concept. In practice, each
set of triangular functions may span different value ranges
for the parameters α to η. The following explanation covers
the three membership functions that define ’low,’ ’medium,’
and ’high’ values. It is important to note that the actual
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TABLE 3. The Input and Output Variables and their Range

Variable Low Medium High

α β γ δ ϵ ζ η

Inputs
1-hopConnectivity 0 8 5 15 20 15 25
CurrentTxPower 10 15 13 20 25 20 30
PrevHelloIntVal 1 2 1.5 3 4 3.5 5

Outputs
NewTxPower 10 13 12 15 18 17 20

NewHelloIntVal-S 2 3 2.5 4 6 5 8
NewHelloIntVal-M 1 2 1.5 2.5 3 2.5 4

value ranges may vary depending on the specific input and
output variables presented in Table (3). The function provided
below pertains to the left triangle in the example membership
diagram.

µlow(x) =


0, for x < α

1, for x = α
x−α
β−α , for α < x < β

0, for x ≥ β

(13)

The following function belongs to the middle triangle of
the above example membership diagram.

µmedium(x) =


0, for x ≤ γ
x−γ
δ−γ , for γ < x < δ
x−δ
ϵ−δ , for δ < x < ϵ

0, for x ≥ ϵ

(14)

The following function belongs to the right triangle of the
above example membership diagram.

µhigh(x) =


0, for x ≤ ζ
x−α
β−α , for α < x < β

1, for x = ζ

0, for x ≥ ζ

(15)

B. FUZZY SET OPERATIONS
Fuzzy set operations are integral to the fuzzy logic mecha-
nism, as they determine how a value within a range is actually
decided. Evaluating fuzzy rules and combining the results of
individual rules are executed through these operations. It is
important to note that operations on fuzzy sets differ from
those on non-fuzzy sets. Let µA, µB, and µC represent the
membership functions for fuzzy sets A, B, and C of different
input variables. For a given set of crisp inputs, these mem-
bership functions return different confidence values based
on their nature. In order to integrate the outputs of these
membership functions, various techniques are applied. The
most commonly used operations for OR and AND operators
are the maximum and minimum, respectively. The following
equations illustrate these operations:

MAX : Max{µA(x), µB(x), µC(x)} (16)

MIN : Min{µA(x), µB(x), µC(x)} (17)

The purpose of this operation is to determine the value of an
input or output variable based on three distinct membership
functions. When a complement (NOT) operation is required
for a single input, the following equation is applied to the
fuzzy set:

NOT : µA(x) = 1− µA(x) (18)

After evaluating the outcome of each rule, these results
need to be aggregated to derive a final conclusion. This
process, known as inference, can be performed using various
methods. The following are some of the common accumula-
tion techniques used to combine the outcomes of individual
rules:

Maximum : Max{µA(x), µB(x), µC(x)} (19)

BoundedSum : Min{1, µA(x) + µB(x), µC(x)} (20)

NormalizedSum :
µA(x) + µB(x) + µC(x)

Max{1,Max{µA(x0), µB(x0), µB(x)}}
(21)

The maximum algorithm is used for accumulation.

C. DEFUZZIFICATION
The defuzzification stage involves converting the fuzzy out-
puts of different variables from the inference stage into
crisp values, achieved through a defuzzifier. This process is
conducted based on the membership function of the output
variable. For instance, Fig. (11) illustrates the result at the
end of the inference process. In this figure, the shaded areas
represent the fuzzy outcome. The goal of defuzzification is to
extract a crisp value, indicated by a dot in the figure, from this
fuzzy result.

FIGURE 11. Defuzzification from an output membership function

Various algorithms are employed for defuzzification, with
the center of gravity method being one of the most commonly
used. This method integrates all the individual fuzzy outputs
to produce a single (or sometimes multiple) crisp output.
The center of gravity, or centroid, is determined using the
following integration formula to compute the value of U:
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U =

∫ max
min uµ(u) du∫ max
min µ(u) du

(22)

It is important to note that if multiple crisp outputs are
required, multiple center of gravity calculations will be nec-
essary. In our scenario, we need to obtain three crisp outputs
from our three output variables.

D. THE FLOW DIAGRAM OF AERO-FL
Fig. (12) presents the idea of integration of fuzzy logic inside
the standard AODV design.

FIGURE 12. The Flow Diagram of AERO-FL

At the beginning of the process, the agent responsible for
protocol initialization defines and initializes the fuzzy logic
engine along with the relevant variables. When a new packet
is received, the algorithm retrieves values for transmission
power, and message intervals which are used as inputs in
the fuzzy system. Based on the node type, the fuzzy sys-
tem selects the updated message intervals from the proposed
outputs. The remaining steps in the algorithm adhere to the
principles of traditional AODV protocol.

E. THE PSEUDO CODE OF AERO-FL
AERO-FL builds upon the foundational principles and core
functionalities of the AODV routing protocol. In standard
AODV, the transmission power and hello intervals remain
static and are not dynamically adjusted based on network pa-
rameters. However, in the proposed fuzzy logic-based adapta-
tion of AODV, these two parameters are optimized over time
concerning one-hop connectivity and the previously used
transmission power. The following pseudo-code illustrates
the specific section of the AODV algorithm where this opti-
mization technique is integrated, transforming it into AERO-
FL. It is important to note that, aside from this enhancement,

the other functions of AERO-FL remain identical to those of
AODV, and thus they are not detailed in this pseudo-code.
Algorithm (2) explains the algorithm of the AERO-FL

Routing Protocol:

Algorithm 2 AERO-FL Routing Protocol
1: OnAeroFLInit() {
2: FLEngine← NewFLEngine();
3: CurrentTxPower ← InputVariable(α1, β1, γ1, δ1, ϵ1, ζ1, η1);
4: 1hopConnectivity← InputVariable(α2, β2, γ2, δ2, ϵ2, ζ2, η2);
5: PrevHelloIntVal ← InputVariable(α3, β3, γ3, δ3, ϵ3, ζ3, η3);
6: NewTxPower ← OutputVariable(α4, β4, γ4, δ4, ϵ4, ζ4, η4);
7: NewHelloIntValS ← OutputVariable(α5, β5, γ5, δ5, ϵ5, ζ5, η5); ▷ For

Static Nodes
8: NewHelloIntValM ← OutputVariable(α6, β6, γ6, δ6, ϵ6, ζ6, η6); ▷ For

Mobile Nodes
9: FLEngine− > addInputVariable(CurrentTxPower);
10: FLEngine− > addInputVariable(1hopConnectivity);
11: FLEngine− > addInputVariable(PrevHelloIntVal);
12: FLEngine− > addOutputVariable(NewTxPower);
13: FLEngine− > addOutputVariable(NewHelloIntValS);
14: FLRulesInisialized = false;
15: }
16: OnReceiveAeroFL(Packet) {
17: FLEngine← NewFLEngine();
18: if (OptimisationType == 1) then
19: node← GetObject(this); ▷ Get Current Node
20: dev← GetDevice(node, 0); ▷ Get 0th Device of the Node
21: phy← GetPhy(dev); ▷ Get Physical Layer of the Device
22: FLEngine− > setInputValue(PrevHelloIntVal,mH elloIntVal);
23: FLEngine− > setInputValue(1hopConnectivity,mnb.count);
24: FLEngine− > setInputValue(CurrentTxPower, Phy.GetTxP());
25: FLEngine− > process();
26: NewTxP← FLengine− > getOutputValue(”NewTxPower”));
27: if (Ntype == 3) then ▷ 0-default, 1-sink, 2-Static Node, 3-UAV
28: SetHelloInt(FLEngine− > getOutputValue(NewHelloIntValM));
29: else
30: SetHelloInt(FLEngine− > getOutputValue(NewHelloIntValS));
31: end if
32: end if
33: }
34: OnAeroFLStart() {
35: if (!FLRulesInitialized) then
36: DefineTxPowerRules();
37: DefineHelloIntervalRulesForStaticNodes();
38: DefineHelloIntervalRulesForMobileNodes();
39: FlRulesInisialized = true;
40: end if
41: }

Algorithm (2) expects the following inputs for the input
membership function

• Index 1: (α1, β1, γ1, δ1, ϵ1, ζ1, η1) stands for 1 hop Con-
nectivity

• Index 2: (α2, β2, γ2, δ2, ϵ2, ζ2, η2) stands for Current Tx
Power

• Index 3: (α3, β3, γ3, δ3, ϵ3, ζ3, η3) stands for PrevHel-
loIntVal

Algorithm (2) expects the following inputs for the output
membership function

• Index 4: (α4, β4, γ4, δ4, ϵ4, ζ4, η4) stands for NewTx-
Power

• Index 5: (α5, β5, γ5, δ5, ϵ5, ζ5, η5) stands for NewHel-
loIntVal -S

• Index 6: (α6, β6, γ6, δ6, ϵ6, ζ6, η6) stands for NewHel-
loIntVal -M

and Node Type.
Where the above sets define the ranges of three input

triangular functions and 3 output triangular functions, and
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node type stands for the type of node that takes the following
values: 0-default, 1-sink, 2-static, 3-UAV.

The fuzzy logic rules provide a framework for dynami-
cally adjusting a node’s transmission power and hello mes-
sage interval for static and mobile nodes, based on its 1-
hop connectivity and current transmission power state. These
rules aim to optimize energy efficiency while maintaining
reliable communication across the network. Algorithm (3)
processes two key inputs: the current transmission power
(CurrentTxPower) and 1-hop connectivity, which are both
represented across three fuzzy categories: Low, Medium, and
High. Based on these inputs, the algorithm determines the
new transmission power level, the hello message interval for
static nodes, and the hello message interval for mobile nodes.
By applying the defined fuzzy rules, on the one hand the
system adapts transmission power in response to network
conditions, reducing power when 1-hop connectivity is high
and increasing it when connectivity is low, always accounting
for the current power level to ensure a balanced approach, and
on the other hand, the system adapts hello message interval in
response 1-hop connectivity, increasing the interval when 1-
hop connectivity is high and decreasing it when connectivity
is low.

Algorithm 3 Fuzzy Logic Rules for AERO-FL Routing Pro-
tocol
1: DefineTxPowerRules() { ▷ Power Transmission Rules
2: if (CurrentTxPower == High) ∧ (1hopConnectivity == High) then
3: NewTxPower ← Medium
4: end if
5: if (CurrentTxPower == Medium) ∧ (1hopConnectivity == High) then
6: NewTxPower ← Low
7: end if
8: if (CurrentTxPower == Low) ∧ (1hopConnectivity == High) then
9: NewTxPower ← Low
10: end if
11: FLengine− > AddRule(TxPRule);
12: }
13: DefineHelloIntValRulesForStaticNodes() { ▷ Hello Interval Rules for Static

Nodes
14: if (1hopConnectivity == High) then
15: NewHelloIntValS ← High
16: end if
17: if (1hopConnectivity == Medium) then
18: NewHelloIntValS ← Medium
19: end if
20: if (1hopConnectivity == Low) then
21: NewHelloIntValS ← Low
22: end if
23: FLengine− > AddRule(NewHelloIntValS);
24: }
25: DefineHelloIntValRulesForMobileNodes() { Hello Interval Rules for Mobile

Nodes
26: if (1hopConnectivity == High) then
27: NewHelloIntValM ← High
28: end if
29: if (1hopConnectivity == Medium) then
30: NewHelloIntValM ← Medium
31: end if
32: if (1hopConnectivity == Low) then
33: NewHelloIntValM ← Low
34: end if
35: FLengine− > AddRule(NewHelloIntValM);
36: }

F. NS-3 IMPLEMENTATION
In addition to the simulation and visualization tools intro-
duced in Section (V), we integrate Fuzzylite, an open-source

fuzzy logic control library programmed in C++ for multiple
platforms. The Fuzzylite Libraries offer a seamless approach
to designing and operating fuzzy logic controllers within an
object-oriented programming paradigm, devoid of dependen-
cies on external libraries.

VIII. NUMERICAL RESULTS
This section presents a comprehensive analysis of the perfor-
mance evaluation performed on the proposed routing protocol
against three well-established protocols in ad hoc networks.
This evaluation encompasses five key metrics PDR, cumula-
tive delay, average energy consumption per node, normalized
energy consumption per node, and hop count. Each metric
offers valuable information on the efficiency, reliability, and
overall effectiveness of the routing protocols under examina-
tion.

A. PACKET DELIVERY RATIO (PDR)
Fig. (13) presents the PDR associated with each routing pro-
tocol.

FIGURE 13. Performance of the application layer in terms of PDR

When the network consists of a single UAV, all proto-
cols achieve relatively high packet delivery ratios. AERO-FL
emerges as the top performer, achieving a PDR close to 95%,
followed by OLSR with a PDR exceeding 84%. In compar-
ison, AODV and DSDV exhibit slightly lower performance,
with DSDV recording the lowest PDR at approximately 71%.
As the number of UAVs in the network increases, the dis-
parity between AERO-FL and the other protocols becomes
more pronounced. OLSR, AODV, and DSDV experience a
significant drop in performance, with PDR for both AODV
and DSDV falling below 70% when two UAVs are present.
AERO-FL, however, maintains consistently high delivery
rates, indicating its ability to scale effectively as additional
UAVs join the network. Under the most challenging scenario
involving five UAVs, OLSR, AODV, andDSDV suffer further
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reductions in performance, with PDR values dropping below
50%. In contrast, AERO-FL continues to exhibit robust per-
formance, sustaining a PDR of nearly 80%.

B. CUMULATIVE DELAY
The bar chart in Fig. 14 illustrates the application layer’s per-
formance concerning cumulative delay, taking into account
the routing protocols under examination and the varying num-
ber of UAVs involved in the mission.

FIGURE 14. Performance of the application layer in terms of Delay

The findings demonstrate that AERO-FL consistently out-
performs other routing protocols in terms of cumulative delay.
With a single UAV in the network, all protocols achieve
minimal delay, with AERO-FL achieving the smallest delay
value. As the network expands to two UAVs, delay increases
across all protocols, but AERO-FL maintains a significantly
lower delay compared to OLSR, AODV, and DSDV. While
the delays for the latter protocols range between 112 ms and
145 ms, AERO-FL remains around 56 ms. As the number of
participating UAVs increases to three, four, and five UAVs,
the delays for the other protocols, particularly OLSR, escalate
sharply, exceeding 400ms for 4 UAVs. In contrast, AERO-FL
demonstrates superior scalability, keeping delay values below
145ms even in the most challenging scenario with five UAVs.

C. ENERGY CONSUMPTION AND ENERGY EFFICIENCY
This study also examines the average energy consumption
per ad-hoc node, as shown in Fig. 15, and in Fig. 16. Two
different metrics are utilized to evaluate the energy efficiency
and consumption per protocol. The objective is to investigate
the interplay between adjustable transmission power andmes-
saging intervals and their impact on the energy usage of indi-
vidual nodes. As the number of UAVs increases, the average
energy consumption per node also rises. Fig. 15 highlights
this relationship, demonstrating a direct correlation between
the addition of UAVs and increased energy consumption. For

a single UAV, energy usage is relatively uniform across all
protocols, indicating comparable baseline energy efficiency
under minimal network load. However, as the network grows,
energy consumption exhibits a gradual increase due to the
heightened energy demands of additional UAVs.

FIGURE 15. Performance of the application layer in terms of average
energy consumption per node

FIGURE 16. Performance of the application layer in terms of normalized
average energy consumption per node

The adaptive transmission power employed by the AERO-
FL protocol results in slightly higher energy consumption
than fixed-power approaches. Nevertheless, this strategy sig-
nificantly enhances the PDR across all scenarios, as de-
picted in Fig. 16. Specifically, with a single UAV, AERO-
FL achieves the best performance by maintaining a lower
NEC ratio than competing protocols. This indicates the abil-
ity of AERO-FL to efficiently manage transmission power
while optimizing energy efficiency. For two UAVs, AERO-
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FL continues to exhibit the lowest NEC ratio, outperforming
OLSR, AODV, and DSDV, which demonstrate higher val-
ues. This trend becomes more pronounced as the number
of UAVs increases to three and four. When five UAVs are
involved, AERO-FL remains the most energy-efficient, while
the other protocols experience a substantial rise in the respec-
tive values. These results demonstrate that although dynamic
transmission power consumes slightly more energy than fixed
transmission power, the energy is utilized far more effectively
and significantly enhances network performance.

The rationale behind measuring average energy consump-
tion per node, rather than system-wide, is to isolate the
impact of transmission power on energy consumption, ex-
cluding other energy-consuming factors within the network.
For instance, packet forwarding can significantly increase
the system’s overall energy consumption, for example, fewer
hops mean fewer nodes are active, leading to reduced energy
consumption system-wide.

D. NUMBER OF PACKET FORWARDS
The line chart depicted in Fig. (17) showcases the magnitude
of packet forwarding directed towards the destination across
varying routing protocols and different quantities of UAVs.

FIGURE 17. Performance of the application layer in terms of packet
forwarding

In terms of packet forwarding measured by hops, AERO-
FL demonstrates superior performance, achieving 96% fewer
hops with one UAV, 97% fewer with two UAVs, 97% fewer
with three UAVs, 62% fewer with four UAVs, and 67% fewer
with five UAVs compared with the second best option in each
scenario.

IX. CONCLUSION
The majority of recent studies in FANET routing protocols
have primarily focused on stochastic UAV movement. How-
ever, recent literature highlights that randommovement mod-
els, such as RandomWalk or GaussMarkov, do not accurately

represent UAV behavior, as UAVs are typically airborne with
specific objectives. This shift in understanding underscores
the need for new routing protocols capable of supporting
FANETs in real-world applications. The concept of mission-
oriented routing protocols aptly describes this emerging re-
quirement.
In this paper, we examined an agricultural management

scenario, as it currently exists, involving a single UAV sur-
veying an extensive crop area. This UAV lacks real-time data
transmission capabilities and faces operational challenges
such as battery recharges and potential failures, jeopardizing
the mission on multiple fronts.
The findings of our work suggest that it is quite possible

to use an FANET with the new proposed AERO-FL proto-
col, instead of a single-UAV system, which can significantly
speed up the required time. Thus, our goal is to replace the
single UAV system with an FANET that can complete the
mission in a fraction of the time, potentially half, a third,
a quarter, or even a fifth of the time required by a single
UAV. Additionally, the FANET system will support real-time
data transmission through a network of static ground nodes,
enabling the mission to be completed on site rather than
through a post-field process, as traditionally done. To achieve
this, a reactive routing protocol is developed that supports
air-to-ground communication, leveraging fuzzy logic to make
more intelligent routing decisions that optimize overall net-
work performance. The proposed routing protocol outper-
forms well-established ad hoc routing protocols on various
metrics, including PDR, delay, efficient energy consumption,
and number of forwards.
With the introduction of this mission-oriented routing pro-

tocol, specifically designed for scanning operations, a task
commonly used in various fields such as traffic surveillance,
environmental monitoring, disaster response, military recon-
naissance, and search-and-rescue missions, we aim to set the
stage for future mission-oriented routing protocols. These
protocols have the potential to unlock all the capabilities of
FANETs, enabling the completion of tasks more efficiently
and effectively, thereby significantly contributing to societal
prosperity.
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