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Introduction, Relevant Work & 
Contributions



Introduction

Artificial Intelligence (AI) has significantly improved applications 
in image recognition, natural language processing, and 
autonomous systems, but it also introduce vulnerabilities, 
particularly to adversarial attacks.

Adversarial attacks involve intentionally crafted perturbations 
that mislead AI model predictions, exposing critical security 
risks in various fields

Critical infrastructures, like the smart electrical grid, are 
vulnerable to multi-step adversarial attacks and Advanced 
Persistent Threats (APTs), which can lead to widespread service 
outages, financial losses, and even potential fatalities.

AI-driven defense systems can detect unknown anomalies and 
zero-day cyberattacks, yet they remain vulnerable to adversarial 
manipulations that aim to bypass detection or create false 
alarms, highlighting the need for robust models.



Related Work
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Martins et al.

•This survey examines adversarial threats against intrusion and 
malware detection systems, analysing attack techniques, as well as 
defences.

2020

Bai et al

•This work reviews advancements in adversarial training methods to 
improve the robustness of deep learning models. It presents a 
taxonomy of techniques and identifies unresolved challenges in 
making models resilient to adversarial attacks.

2021

Ghaffari Laleh et al.

•This study investigates the vulnerability of convolutional neural 
networks (CNNs) in oncology diagnostics, highlighting the 
susceptibility of AI models to adversarial attacks and exploring 
mitigation strategies

2022

Asimopoulos et al. 

•This research explores vulnerabilities in AI-based intrusion detection 
systems used in industrial applications, particularly within the energy 
sector, and evaluates the resilience of various models like Decision 
Trees, Random Forests, and MLPs against attacks like FGSM and 
CTGAN.

2023



Contributions
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Adversarial Attack Generator 
(AAG) against OCPP dataset:

• An Adversarial Attack 
Generator is provided to train 

the models and test the impact 
of various attacks. For this 

purpose, two ML/DL models 
are used and compared.

Evaluation of various adversarial 
attacks (FGSM, BIM, PGD, C&W, 

JSMA, ZOO)

• We investigate how various 
adversarial attacks affect the 
detection performance of the 

ML/DL models.
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Adversarial Attack Generator 
Architectural Design



Adversarial 
Attack 
Generator (AAG)

• The architecture of the 
AAG is based on the 
methodology of the C4 
model 

• This methodology 
includes four key diagram 
types.
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• System Context Diagram: Shows users and external entities 
interacting with the system.​

• Container Diagram: This represents the system as a set of 
independent services that interact with each other.​

• Component Diagram: Breaks down each container to detail 
components as function blocks performing specific tasks.​

• Code Diagram: Describes the implementation of each component, 
utilizing UML diagrams and entity relationship diagrams. ​



AAG System 
Context Diagram
System User: Selects the type of adversarial attack, 
provides data (and model, if needed), and initiates the 
attack generation process.

Adversarial Generator: Core component that:

• Receives input data and model.

• Generates adversarial examples.

• Evaluates model robustness

• Sends results to the Testing and Notification Module

Testing and Notification Module:

• Processes and compares evaluation outcomes.

• Sends final performance results, including model     
behavior under adversarial conditions, back to the 
System User for review and analysis.
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AAG Container 
Context Diagram Strategy Library:

• Contains adversarial attack algorithms like FGSM, PGD, JSMA, 
BIM, C&W, and ZOO.
• Provides the attack methods accessed by the Adversarial Attack 
Engine for adversarial generation.

Adversarial Attack Engine:
• Core container that generates adversarial examples from the 
clean dataset.
• Uses attacks from the Strategy Library and supports both white-
box and black-box scenarios.

Crafted Data:
• Stores the adversarially perturbed datasets in CSV format.
• Ensures compatibility with downstream evaluation processes.

Attack Evaluation Module:
• Assesses the robustness of machine learning models against 
adversarial examples.
• Evaluate model performance under both white-box and black-
box conditions.
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White Box Adversarial Attacks



Fast Gradient Sign 
Method (FGSM)

FGSM adds targeted noise to the input data 
to exploit model vulnerabilities, making it an 
essential technique for adversarial 
robustness testing due to its simplicity and 
computational efficiency.

• FGSM generates adversarial examples by 
adding a small, crafted perturbation to 
the input.

• Perturbation is calculated by taking a 
step in the direction of the gradient sign 
of the loss function, maximizing 
prediction error.

• Efficient and widely used for evaluating 
the robustness of machine learning 
models.

IEEE Big Data 2024 // Washington DC, USA 15-18 December, 2024 14



Jacobian-Based Saliency 
Map Attack (JSMA)

JSMA is a targeted adversarial attack that identifies and 
manipulates the most impactful features (e.g., pixels) to 
achieve misclassification while keeping perturbations minimal 
and harder to detect.

JSMA steps: 

Compute Jacobian Matric: Measures the sensitivity of each 
model output with respect to each input feuture. Provides 
insights into what features impact the model's prediction 

Calculate the Saliency Map: Identifies the features that 
maximize the probability of the target class θ without 
increasing the probabilities on not-targeted classes. 

Select and Perturb Features: Features with the highest 
saliency scores are chosen for perturbation.
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Project Gradient 
Descent (PGD) – Basic 
Iterative Method (BIM)

PGD and BIM are both iterative, white-box attack methods 
that apply controlled, small perturbations to input data, aiming 
to mislead deep learning models into misclassification.
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• Iteratively applies perturbations in the gradient direction to 
maximize the model’s prediction error.

• PGD executes FGSM in small steps, repeatedly projecting 
perturbations to keep them undetectable.

Where  δ_new keeps perturbations within bounded constraints

• An enhancement of FGSM that applies iterative, precise 
perturbations.

• Steps are calculated to maximize model misclassification, with a 
clipping function ensuring changes remain within a specified  
epsilon neighbourhood.

Where X(n+1) is the adversarial example for the next iteration



Carlini & Wagner (C&W)

The C&W attack creates adversarial examples with minimal 
visible changes, aiming to deceive neural network classifiers 
while keeping the perturbation nearly imperceptible.
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Optimization-Based: Finds the smallest perturbation required for 
misclassification. PGD executes FGSM in small steps, repeatedly 
projecting perturbations to keep them undetectable.

Norm Variants: Supports multiple norms for flexibility in 
perturbation size and visibility:

• L0 : Alters the fewest components.

• L2 : Minimizes the Euclidean distance (overall similarity).

• L∞: Limits maximum change to any component.

Gradient Descent: Used to solve the optimization problem, 
balancing between achieving misclassification and maintaining 
imperceptibility.

where  x0  is the original input,  x  is the 
adversarial example,  g  represents 
model logits, and  t  is the target class.
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Black Box Adversarial Attacks



Zero Order Optimization 
(ZOO)

ZOO attack as a black Box attack doesn’t require access to the 
model's gradients, unlike white box attacks. ZOO uses function 
evaluations (not gradients) to estimate the directions of 
perturbations. 

Gradient Estimation: Employs finite differences by slightly 
perturbing input data and observing output changes. 

Iterative Optimizations: Adjusts input incrementally to 
maximize the loss function, thereby crafting an adversarial 
example 
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AAG Evaluation & Results



Dataset Overview
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OCPP CICFlow Meter

Includes both normal and benign traffic and multiple types of cyberattacks such as FDI Charging Profile, DOC ID 
Tag, DOS Flooding Heartbeat, and DOS Flooding EVCS Rejected attacks. 

Source: The dataset was parsed using CICFlow Meter to extract network flow statistics. 

Format: Data recorded in PCAP CSV format, providing insights into network traffic. 



Evaluation Metrics
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Accuracy False Positive 
Rate

F1 ScoreTrue Positive 
Rate



Model Evaluation Results

IEEE Big Data 2024 // Washington DC, USA 15-18 December, 
2024

23

1st step of the AAG is to 
evaluate the performance of 
the model using clean data. 

The results show that the 
model performs outstandingly 
having an accuracy, TPR, FPR, 
and F1 score of 0.99



AAG Evaluation results (1)
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2nd step is to apply the adversarial attacks and evaluate the 
performance of the model. The results show that the 
model's prediction has been decreased in comparison with 
the evaluation results in the 1st step.  The most effective 
adversarial attack based on the results is with PGD and 
BIM. 



AAG Evaluation results (2)
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FGSM ZOO



Conclusions 

Evaluated the impact of various adversarial 
attacks on ML models for intrusion detection 
using the OCPP dataset.

The white box and black box attacks were used in 
order to evaluate the resilience of the models.

While ML models effectively detect standard 
anomalies, adversarial attacks pose significant 
risks, emphasizing the need for robust defences 
in AI-driven intrusion detection systems.



Future work

Investigate and implement defensive 
techniques against adversarial attacks, such 
as: Adversarial training, Defensive distillation, 
Gradient masking

Extend the research to focus on industrial 
control systems and other high-stakes 
environments, evaluating defence strategies 
in real-world scenarios.

Aim to increase the resilience of AI security 
models against adversarial attacks to 
safeguard critical systems.



Thank you for your 
attention!
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